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ABSTRACT

Shekhtman [3] gives a sufficient condition for the convergence of

abstract splines. We show that his condition is not necessary but that a

slight perturbation of his condition is both necessary and sufficient. In the

process , we also give a necessary and sufficient condition for a sequence of

abstract spline projectors to be bounded.
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SIGNIFICANCE AND EXPLANA TION

Various generalizations of the polynomial spline have been given over the

years in an attempt to understand the mathematical mechanisms on which the

spline notion is based. This led to the notion of a spline as the smoothest

interpolant to some given data, with both “smoothness” and “interpolation”

taken in a rather simple , but abstract sense. Recently, Shekhtman [3] showed

that the resulting spline interpolant converges to the function from which the

data are taken, under rather reasonable conditions on the “interpolation”

notion concept used. But he left open the question whether these conditions

are necessary , and, as it turns out, made an unnecessarily strong assumption

concerning the “smoothness” notion used.

These matters are set to rights in this report.
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CONVERGENCE OF .s.BSTPAC? ~~PLI’~~~ E

Carl de Roar

Shekh tman [3) gives a sufficient condition for the cor.verczence ~ ahstract srll e S .

show that a slight perturbation of his condition is both necessary and suff c~ e - - .

process, we also give a necessary and sufficient condition for a seciuence of ahs~ rac~

sp line projectors to be bounded .

It seems most convenient to discuss the abstract spline (as introduced by J~ teia

in the following way. Let X be a Hu bert space , and let A be a set of continuous 1i-e ~~~r

functionals on X . ~nong the possibly many elements of Y which agree with a aiver

x C X on It , i.e., from the flat

x + )cer A

we attempt to select a particular one by the prescription that it should r~inir~ize

over y in x + ker It • Here ..

Ncr A A 0 ker X
A CA

and T is a given bounded linear map on X to some Hu bert space Z • ~‘e aseu”~e

ker T O Ner f t =  {o}

(1) ran P is closed

dim ker T (

This insures that the minimization problem has one and only one so1uti~~~ , a~~i
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solution is the abstract spline , or , more precisely,  the (T ,A)—spline interpolant to x in

question. We shall denote it by

r c .
It is obvious that the map p so defined is a linear projector on X , with

ker p = Ncr I t .

}u:ther, the minimization problem and its solution do not change if we replace P. by its

closed linear hull , i.e., by (A
1
)
1 

= (A.L)J. • We therefore assume from now on that 
4

A is a closed linear subspace of X~ (= X)

Remark: Here, we follow Shekhtman [3] in assuming that dim ker I ( ~ (which is

essential for his proofs) • Actually, Atteia [1] and others do not make this assumption ,

but prove existence of px under the weaker assumption that (Ncr T) + t ker A) is closed .

Let now (i\ ~ ) be a given sequence of closed subspaces of X~ X sati s fy ing

(2) Ncr T fl Ner A = (0 )  , all n

Th en Shekhtinan is concerned with the question of when the correspondin g sequence 
~~~~ 

of

spline  nrojec tors  converges pointwise , or s t rongly,  to 1 • In this connection , the

f o l l o w i n g  well  known lemma is a consequence of the uniform boundedness principle and

t~~h’~sque ’s I n equ a l i ty

lix — Pn
X1T 

-~~ ill — Pn
lkuist()C,ran 

~~~

Leriria 1. 
~~~~ 

1 i f f  ( p )  is bounded a~-td lim ran p x
n+~

Here , we Use the abbreviation

( 3 )  lim ?~ := (urn a : a c A , all rt}
~~~~~~ 0 n n P

w i t ’  ‘ j r  a0 taken in the norm on X

-2 -
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Unfortunately, the sp line interpolation projection is given in terms of T and (A
n
)

and the character of ran p~ is , in qeneral , not known a priori. It is therefore important

t~ give conditions for the converoence of in terms of T and ( It ) .

Theorem 1. (~~hekh tman [3~ ) I f u r n  A = x , then p ~_E , 1______ — n n

The major part of the proof is spent in proving

Lemma 2. If lie ft = X , then (p  ) is bounded ._____ — n n

I want to give a d i f f e r e n t  proof of this lemma by first proving

Proposition 1. (p s ) is bounded i f f

( 4 )  ~,, : SUP SU~ ~~x i i H yI i  : xcker  T, yr1cer A )  < 1

‘ In e f f ec t , ( 4 )  is a ruant i ta t ive  s t r eng then ing  of ( 2 )  since it says that the

incl inat ion between ker P and Ncr should he bounded away from 1 . Here , the

inc l ina t ion  between two subspaces A and p is, by definition , the cosine of the

soallest angle between them , i .e . ,  the number

(5) i n cl ( A ,B) 
ae~~~ cs 

H a l ’  
= HP AIB 1I = HP

B I A
1I

wi th 
~A ’ ~B 

the orthogonal projector onto A and B , respectively.

Proof of Proposition 1. It is suffiqient to prove that, for the (T ,A)—spline

• projector r . .

—1 2~~ /
I S )  (1—K 2 < ~ I + 11(1 1 ) l l ( 1 — ,  2

— ir an  Q

w i t h  2 the orthogonal projector onto (ker  T ) i  and

K : incl (ker T. Ncr ~)

—3—

L 
_ _ • . 
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For the lower bound , let P : = P ft so that k e r P = k e r A k e r p . s i n c e  p x = x  f - s r  
F

in ker l , we have

Hx lH = Ii px iH < Hpfldist(x ,ker p), for all x C ker T , - 
-

while dist(x ,ker p) = dist (x , ker p) = HPX H . consequently,

(lx ii
HpH > sup

xeker P

F while

2 2
inf (_!! ~i) 1 — ~~~~ 

li(1— P )xH 
= 1 — H(1—P ) 2 

= 1 — KUXN 2 ker Pxcker P x€ker T H,c P

using (5)  and the fact that 1 — P P
ker ft

For the upper bound, recall from Golomb [2; (3.R)] (or else verify directly) that

(7 )  p = 1 — 

~ O~~~ T [ker /~]
)T

with T
0 

:= 
~ Ik A 

Consequently,

NpI  < 1 + II I 11 1111

and we calculate IT
0
1 I as

1T 1
11 = sup HXIH / IHTx H

xEker A

But , since Tx = IQx (using the orthoprojector Q onto (ker 1’)! introduced earlierl , ~e

have

Ux I/ilIx U = 
l ix il

hence

HT 1 
I < sup ( iix I/ HQx li) fl(Tl 

Q
)

xcker A

— 4 —
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HQx ii 2 I F ( 1 — o ) x l i 2 
2whi le , as before, inf  —i- = I — sun 

2 
= 1 — iI( 1— ~ • = 1 —

X Cker A (ix ii xtker I. lix ii

by (5) and since 1 — = 

~ker T H

Remark. Condition (4) is trivially satisfied in case (A )  is increasi’-o-, ( t - . ~~~~

situa tion considered , e.g., in Golomb [23) since then incl(ker T, ker ~~) is decrea s’-~

as n increases. (4) is also satisfied in case lie 
~~ 

D ker T • For , if = 1 , t~ er~

would exist, using the fact that dim ker P K = , an x in ker T and y0 in ker

all n , so that

(x ,y)
lie = 1

IX II IlYn 
11

But then , for all Zn in

— 
l i X_ Z

n ii 
— 

I (X_ Z
n~ Yn

H — 
!(x,y )I

• lie > u r n  = lie - = 1lx H — lix l i l y II lix ii 1’n

showing that x would not be in lim 1 1 .  In particular , Lemma 2 follows .

Shekhtman finishes the proof of Theorem 1 with the following nice observatior: 5i~~~e

(ps) is bounded , so is (p s ,  and , since lie A =  X , by assl.snption, it follows ~~nt

1. Consequently, p— ~ 1 • But then Tp —+ T , there fore  FT X (i < lie T x ,

while also lIp xl < liTx I . Therefore llTp xfl —÷ HTx ll , and so Tp -1 T. It follo~.s

that

= (T~~~~~~)
1Tp .i~ ( T~~~~~~ ) 1T = 0

while, by the finite dimensionality of Ncr T = ran (l—O), 
~
‘r~~ 

1 imp l ies

(1_Q)P
n ~~ I I ?

— 5 —
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a *Since ran p = •‘. whi l e  u p  Ii = lip (I , Shekht inan ’ s arqument  shows that , for  the
n n n

o~ r r t c u 1 a r  sequence ( p )  of spl ine  projectors ,

* S S
p —* 1 imp lies p —, 1

Such an impl icat ion does not hold for general sequences of linear projectors, so that the

converse of Theorem 1, if t rue , would  again have to he proved using some special properties

of the  sp l ine  projectors .  As it tu rns  out, though , the converse does not hold even for

spline projectors, as the following simple example shows.

~xample. Take x = z = R. , T = c, I — p = p , with e := ( 6  •) and
2 - span (e } ij i=i

A = span {e2,...,e 1
,e+e

1
}

“her .  Pn
X = Z .

<
x(j)e . + x (n)e

1 
which converges in norm to x since lie x(n) = 0

In other words , 
~~~~~ 

1 • On the other hand ,

di s t ( e 1 , 1 1 )  = dist (e
1
, span {e

1
+e )) =

i . e . ,  e t lim A1 — n

In this example , lie A = span {e
24e3

4... } = (ker T)1 , hence

~~~ ~n 
D (ker  ILL

~;e wi l l  show below that  condition ( R )  is necessary for p —s--’ 1. The example then also

s’ cw s  tha t  lie 1’n need not contain anything else.

Proposi t ion 2. Suppose that p — ~~ 1 • Then lie A
n 

= X if and only if there exists a

L : ne ar  projec tor  P with ran P = ker P which is the uniform limit of a sequence (Rn)

*
of 1~~nea r  projectors  wi th  ran P = ker T and ran R C A • all  n~ nn — n  0

Proof. If u n  = X , then any bounded linear projector R on X with range

T can be wr i t t en

— 6 —
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P = E

]_ 1
1= 1

for some basis ( x)~ of ker I and some dual set ( A . ) ~~ of l inear f u n c t i o n als .  Rut ,

since Urn ‘ X , we can find sequences (AY ~~) with X~
n)  

C n ’ all n , and

— ~( n )  
— ÷  0 , , i=1 ,...,r . Since X x . 6 .~~, all i , j,  it is then also possible for

1 1 i j  ii

• - ( n )  • ( n )  ( n )afl  lam e enouoh n to f i n d  a basis ( x . ) for  Ncr T with A . x . = 6. an d then ,- 1. 1 3 13

nece~~sari1y,  also lx . — ~
( n )  

—
~~ 0 • But then

R 
i~~1 

(n)
eA

(n)

converges in norm to R

For the converse , if R~ converges in norm to R ,  then the sequence (S n ) given by

converges in norm to

* *S : P R  + T I

The l inear  map S is selfad j oint , boun ded , and is bounded below. Explicitly,

(Sx ,x) = HRx II 2 + ((Tx)2

whi le  T~~c = 0 , hence

(Tx (2 = IIT( 1— P ) x  ~2 
C { u l ( T ~~~~~ ( 1 — R )  )

_ 1 
~ (I ll ) 2 H ( 1 — R ) x  ( 2

This shows that

(Sx ,x) C {m i n ( 1~~ll ( T ~ ( 1 P )~~~~~
1, m a x( 1 , Hp ii~~1

2
( ii px ll

2+ H t — R ) x 1 2 )

whi le

(lR x l l 2 
+ l l ( 1 — R ) x 1 1 2 

~ ~‘2 ’  1 + 2 ( l R H u l — p l l ) i l x ii 2

We conclude that the bilinear form

(x ,y)5 : (Sx ,y)

is an enuiva lent  inner product on X and S is , therefore, in particular invertible.

Since 
~~~~

—+ ~ in nore , it follows that also S
1 
exists for n sufficiently large and

converges in norm to S 1.

— 7 —
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We now conclude from ~~~~ 1 t h a t  a lso•  
~~~~~~~~ 

1 • Ir  r~~r~~~- i a r , .~~ -

set t ing z : S x , we get

* *X~~— S p z  = P R p z  + T Tr, z+n n n n  n n n n  r n

* *By construction , ran P C A , whi le  I Th [XI C ft due to the fact  t h a t  ( e .o .  ~~‘•‘ I~~l )n —  n n — n
= (1 — 

~T[kerA J~~
T , hence Th

n~~~ 
C T[ker A 3 J .  and so T I p r y  C ‘ ‘e r  • . ) . .  =

But this shows that ~. C lie A i l l
The last ar gumen t, carried out with P~ = 1 — p , all n ( recall  tha t  0 =

shows tha t,for all x C X

*( 1 Q ) P n Zn + I TPn Zn 
_

~~~~ X

But, since ran I C (ker T)1 = ran Q , this  imp lies that T T h Z  —. ç’x and so sr~~
-
~~

that (Ncr ‘1)1 = ran p C lie A • This proves
— — n

corollary. If 
~n 

~~~~~ 1 , then (kerl)1 C A

Theorem 2. p — ~~ 1 iff sup incl(ker I, Nor 
~~ 

K 1 and (N c r  T) J .  C !~ -
~~~~

Proof. Proposition 1 and the corollary to Proposition 2 show that  the stated

conditions are necessary for p -1-~ 1 • In order to show the su f f i c i e n c y  of these

conditions , we need , by Proposition 1, Only prove the following

Proposition 3. If 
~~~ 

is bounded and (Ncr T )J .  C !~a ~0 
then n — ~ . 1

Proof. Since ker T C ran 
~n 

and 
~~~ 

is hounded by assumption , we are dc- = once

show that (ker T)IC lie ran For this , let . z c (N c r  T ) 1  ran l~’ , and cons ider

also in ran Q . By assumption , y = lie y~ , with y C A , al l  n .  Cons o .1e - y - 1 ’ ,

lie 
~ “n — T*TZ and l iC ( 1

~~O ) y n = 0

Now consider the hounded and houndedly invertible linear man

*S := 1-Q + T T

— R  —

• .-.-  

.• 
I - ~~~~~~~ ~~. ~~~~~~~~~~~~~ •~~~~~~~~~ - -

_ _ _  --p ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — - - - -~~~~ -.~~~ - - - - - 
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on X introduced earlier for the proof of the corollary to Proposition 2. Note t h a ’

ker T and (ker 1)1 = ran Q are both invariant under S , and S = 1 on ker ‘1’ . Hence

we can wri te y~ as

ye., = (l—Q)y + T*TZ

for some z~ C ran Q and, since y — ÷  y , we have ~~~~~~~ z . Further ,

‘I for all  x C Ncr

0 = (x,y 0) = (x,(l~~~)v) + ( x .T*Tz ) ,

therefore

I ( T x ,T z H  ~ Hx i h i i ( 1 — Q ) y ft

Rut this  says ( with ( 7 ) )  tha t

~(Tx ,Tz ) t
lIZ Pn

Z
n

l = 
~~I(kerA )

TZ
n

fl = 
H ~ 

H ( T
~ kerA 

1 1 l 1 ( 1 — p ) y ll —~~ U

F n xckerf (  n• n

since, by the proof of Proposition 1 and the boundedness of

• sup H ( T I k  A = , while h(l— 9)y
0

H —~~ 0 as noted earlier. We conclude that

= li i n p z . H I

*Remark. In effect , the proof of propositions 2 and 3 relies on the fact that T T

maps ran p 0 ran Q and ran p 0 ran ç~ onto each other.

Remark. As mentioned earlier , we have followed 5hekht~ an in makinq the assumption

that dim Ncr P K . But , our proof of Theorem 2 doea not use that assumption. Theore=

is therefore true under the weaker assumption that 
~n 

is defined for all n , which is

assured in case (Ncr I) + (Ncr A )  is closed for all n , i.e., in case

incl( Ncr T, ker A )  < 1 , all n

— 9 —
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